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[ Speaking Japanese ]

[ No English translation ]

[ In progress ]

>> Any questions facing informations in cyberspace.  You got few minutes each for introduction and then after we are done with all of you then I would move on to ask you guys the first.

>> JOHN LIU: I am the FORUM‑ASIA ‑‑ in short.
We are a regional Human Rights NGO based in Bangkok.  We are a member‑based organization.  We have members across Asia and Southeast Asia and northeast Asia and across to South Asia.  So our work focuses in human rights on general.  But one of the areas of focus in our work is on freedom of expression.  And our attendance here at the API IGF and is in the context of advocating for freedom of ‑‑ on the Internet.  I would like to drawing your attention to our latest publication titled Internet and Social Media in Asia, battleground for ‑‑ this is newly published.  And yeah, it's still hot out from the printers.  We will have a book launch incidentally tomorrow a press conference book launch.  And I would strongly encourage to you attend that book launch.  It will be at 11 a.m. tomorrow over coffee break, I believe.  And it will be in room 17602, if I am not mistaken.  And I would also like to encourage to you get a copy of our publication outside there you can come up here after this.  Briefly I am already eating up into my time, I will just maybe perhaps start by talking about what we have come up in our publication our main concerns.
So this publication really is based on two regional symposiums that we have held in 2011 and 2012.

We gathered around online activities, human rights activities, around the region to discuss about issues such as freedom of expression and what sort of limitations are permitted and, you know, how you deal with issues like incitement to hatred.  We came up with this publication expression of freedom on the Internet.  Four key trends we have identified.  Firstly is there's some increasingly measures of censorship or blocking of filtering of online content, particularly during key political events.  And ‑‑
[ Audio breaking up ]
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>> Hello, my name is ‑‑ ( Inaudible ) [ Garbled ] ( Inaudible ).
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( Inaudible )...

>> The first thing maybe, maybe we can say the lack of many shall I say several necessary, as I mentioned the people from NTT there's a many countries in South Asia in Thailand that doesn't have the privacy law.  There's regulations about the inside Thailand as well and we don't yet have a law about this.  So all the other things as well we just don't have a recommendation to deal with.  That's the lack of necessary laws.

The next one is something ‑‑ basically we have a law, but the law itself is quite bad.  So there's a law something like the special investigation Act which gives powers to the Department of Special investigation to listen to the full ‑‑ intercepted data without the court order.  Basically this is a ‑‑ the language they put it this way ‑‑ very broad.  Mention of the king, the law, which is states going to be something about national security another broad term.  This is kind of a bad law.
And next maybe is we can call it a good law, a good intention law with good intention but a bad implementation.  For example, in the computer‑related crime Act, say a that you can send surfings, you can make a search or ‑‑ ( Inaudible ) the hardware computer but you need a court order first.  This is sounds like a good law, but in the end the implementation is that we found that in within three years, after the implementation of the law, of this computer crime act, there's about 74,000 URL web addresses requested by the government to the ISP to shut it down.
And when you divide by the number of days, you ‑‑ so on average it's something like for each day the court have to consider about 600 requests that per day which in reality, you can see the court doesn't have enough resource to consider ‑‑ so they are just like for every request they got is they just approve it.  So when you look at the law, it's a good law, but in reality maybe the lack of resources are a reason it's basically, like, the result is not what we would like to see.
And the next one, the last one I wanted to mention, at this point is something is not actually about the law.  It's in within the ‑‑ beyond the law.  For example, in Thailand the most like ‑‑ situation, it's on the ‑‑ we call it social ‑‑ ( Inaudible ) when some people on the Internet say something like somebody else feel it's offense to the King.  Or maybe offense to ‑‑ or things like that.  The society, like, Netizen may physically attack someone, just because of those comments.
And sometimes they get away with it.  So this is something beyond the law and many of the people in Society feel like this is okay.  So just to summarize, I think when we think about the Internet policy, it's ‑‑ yeah, you cannot take it for granted, like in many cases there's something that, like, maybe looks very good on the paper, but in the earned it's something else.  Okay.
>> VICTORIUS SADIPUN: I am Victor and I am working for law firm in ‑‑ and also part of the Internet Governance caucus from Internet Society.
The problem in Indonesia is mostly about ‑‑ DNS right now and DNS filtering.
Because DNS is not national by ‑‑ it's not ( Inaudible ), but it's under community‑based DNS filter. 
But ‑‑ ( Inaudible ) national effort.
So if you are site getting blocked, you can report to ‑‑ or you cannot report to IP association, because there's another third‑party doing that.
>> Thank you.  So just moving on to the questions I am going to throw you all a question.  As you all mentioned just now, across Asia, there are existing or new laws or amendments that as a result restrict free expression and ‑‑ citizens with net access.  Although as Art mentions, the legal intention at first might have been the opposite of restricting the freedom of human rights of citizens across Asia.
So how should online speeching legally regulated, if at all, and if so, so‑called censorship online is legitimate and if so, in what circumstances?  John, would you like to start?
>> JOHN LIU: Thanks, Miwa.

You know coming from a freedom of expression advocates' point of view and don't get me wrong:  Freedom of expression indeed can be restricted.  And in fact, under International Human Rights law there's an obligation of the state to restrict certain speeches on very narrow grounds.

The international Covenant on civil political rights; for example, has a particular article, Article 20, which puts the obligation on the State to restrict speech on the grounds of incitement ‑‑ and however there's a big however here, these restrictions must be in compliance with what is also stated in international laws.
For example, the International Covenant on Civil and political rights states, for example, that any limitations must be on very narrow and clearly defined grounds and for the purpose of protecting the rights and reputation of others.

So No. 1 is for the protection of the rights and reputation of others.  And No. 2, for the protection of national security and public order.  That is still quite vague and can be ‑‑ ( Inaudible ) as in the case of many national security laws that exist across the region.
So we need further safeguards and these safeguards guarantees of freedom of expression and guarantees that would prevent misuse of such limitations is provided.  For example, the special ‑‑ rapporteur and freedom of expression ‑‑ and as well as the community of the United Nations has said any limitations on whatever ground, has to go through a three‑part test.  And what are these three‑part tests?  What are the three parts?  So No. 1 it has to be provided by law and not arbitrarily imposed by governments and these laws should be clear and accessible to all and not vaguely worded and overbroad as in many cases in the region.
No. 2, of course, any restrictions have to satisfy ‑‑
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>> Proportionate penalties.  So these principles general applies across the board and from the perspective of the International Human Rights Law limitations are indeed acceptable in certain legitimate cases, but it's rather an exception rather than the norm.  And that's very important to know.  Any restrictions is an exception rather than a norm.

So in gist limitations are allowed in certain cases on very narrow grounds.  But there are very many limitations to these limitations, I think.  I think that's the general idea of the human rights perspective to restrictions online.  

>> Thank you, John.

>> One of the reason that many government also like many NGO, ourselves used to legitimate ‑‑ ( Inaudible ) is about hate speech.
And that's this issue is very, very big issue in Thailand in the past 4 or 5 years.  There's a lot of political conflicts going on since, like, around 2005 and then we have a coup ‑‑ online as well is the conflicts going on online and there's a lot of people like putting things, like, pictures, text, whatever, to show their opinions and many times these opinions, like, are considered by many groups as a hate speech. 
But still, the ‑‑ itself has a problem.  So the definition of hate speech, like, for different groups are totally different.  Somebody actually considered anything of a ‑‑ ( Inaudible ) or like using not a proper word, not so like official language, already a hate speech.  Like if I address the Prime Minister with not so official words, so like in different context, something like that, because in many cultures, we have how you say, different layers of language to address different people in the society, right?  Different role and different position.  So somebody already considered as a hate speech.  Somebody said hate speech is something you show your anger, show your ‑‑ lower the human dignity of someone.  And that definition ‑‑ going on.
But if we just let anybody have their own definition of hate speech, that means if you are going to allow that, hate speech can be a legitimate reason to censor something.  And we let loose on the definition of hate speech itself.  Anything can be censored.  So that's the thing we have to, like ‑‑ on one side, we may ‑‑ generally agree that hate speech is problem, but we should, like, restrict the ‑‑ to make a strict definition of the hate speech, of the word.
So there's discussion going on in Thailand ‑‑ and we come up with ‑‑ that's a four‑things that a lot of people report ‑‑ Facebook report to YouTube and report to ‑‑ in Thailand and deflect this as a hate speech.  The first thing is criticism.  Many people consider criticism a hate speech which we don't think is the case.  So this is a very ‑‑ clear ‑‑ criticism should not be considered as hate speech and I think everybody agree.
And hate speech that do something with human dignity.  Or address ethnic group with maybe some not a proper word or stigmatize them or something like that.

Or calling someone like you are like a Nazi or like Hitler.  Many people consider this is like a hate speech.  But still, it's very broad.  Anyway, right?  So this is the area that ourselves as a group like ‑‑ this is still the area we should be tolerated about.  The law should not be in this area of expression.  Even if you feel unhappy about it.  You feel uneasy, but people should tolerate in the ‑‑ human dignity or whatever.  The third thing that got reported a lot to social media is what we call fighting speech, like incitement.  As John mentioned earlier, it should be very clear that the speech will make a physical harm.  So the possibility should be high enough that that speech will have a consequence as okay this is going to have, like, somebody got injured, or property will be damaged or whatever.
So giving an example:  If I say that I hate Daru, this guy, somebody could consider this as a hate speech, right?  But somebody ‑‑ because just only the fact that I said that I hate you doesn't make the rest of the people in this room hate him.
So the expression and the ethics doesn't necessarily be that the same thing, right?

Also, when talking about the incitement of ‑‑ not necessarily a fighting speech or incitement just only the fact I say ‑‑ doesn't make you in this room standing up and go after him like kicking him.  So that should be some other ingredients, like, how you call that, immediate evidence that prove that.  So this is back to the principle John said earlier, that this kind of a beg your pardon should be on the one who are going to sue me for, like, whatever fighting speech or whatever.  And the last one is relate mentioned ‑‑ somebody consider is a hate speech as well, but I am not sure whether we should consider it or not is the sensitive personal data.  Still this is a problem.  So if I post his home address, always use you as an example, home address, and I say that this guy is going to be at his place from 6 p.m. until 8 p.m.  And this is he's a really bad guy.  He's talking about his bad behavior to make people feel like, okay, should do something with this guy.
Should this piece of personal data be considered also a part of that incitement of hate speech or not?

I think when talking about, back to ‑‑ criticism hate speech, fighting speech and sensitive personal data I think it's the only the last two speech, or information, that we should really do some regulation on them.  And the first two, I think, it should be more about the tolerance.  It should more about the culture thing.
>> Yeah, I think the that's a good example Arthit, of being very specific.  Because as I said the main point is the media has changed.

And we are coming from a situation where censorship or violence is the norm, right?  If the government is the censor, journalists are under threat because of violence from ‑‑ and that's bad.  That's the media transitions these same rules and norms that brought interpretations of public morality, incitement to violence, are being applied to social media.  In February the Singapore court, they sentenced a man to two months imprisonment for posting a comment over social media.  I don't know which platform.  But he posted a video, of Anwar Sadat assassination in a comment and in just one sentence, this referring to a Minister not even named in the comment.  This should ‑‑ ( Inaudible ).
It's like it's a new thing, even people or all of us are facing different ‑‑ it's not like the same thing to censor personal public opinion, personal opinion on a public platform.
And I think we don't have any prescription yet on what are the lines to be drawn.  We have to really look into this more carefully, because if you just impose that framework, which is discriminatory to start with, or dominated by personal political interests, it's so ‑‑ everybody will end up jailer will end up being scared.
>> I think talking about hate speech, add Ed and Art mentioned yes, it needs to be on very narrow grounds, but we are talking about the issue of threshold.

How high do we set the threshold or how low to set the threshold?

First of all, Art distinguished between hate speech and possibility defamation.  You mentioned something about defamation and we have to make it clear in terms of defamation, it should be decriminalized in any circumstances.  Other thing about defamation is that more often than not is a tool to protect the powerful.  And, I think, the important thing here is to stress that people in power needs to go through public scrutiny.  That's unavoidable.

And if you set the threshold at the very low threshold, is where the problem comes in.

In terms of how we deal with incitement to hatred.  I mean going back to ‑‑ threshold I guess there's no one size fits all.  You can agree on certain Principles, but at the end it depends on the context is where courts come into the picture.  Independent courts are very important here, because you are dealing with issues such as intent, yeah?  Whether certain speech is made intentionally to incite people to attack certain groups or it's just made out of frustration.
So who decides on these things?  Is why it's often stressed and, I think, we have to stress it here, again, that the courts has to decide on, independent courts and not the governments.

>> MIWA KUBOSAKI: Thank you.  Yes?

You have a question, please?

( Inaudible ).

[ Off microphone ]

>> I am embarking on a new project on hate speech.

I am [ Inaudible name ] from University in Bangkok.  From a prelim review we have done for the proposed research we found that in Thailand ‑‑
[ Pop‑up ad blocking session audio ]
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>> How they have been using media, small localized media as well ‑‑ as propagate mouthpieces.  So what we have to do is get a new law or a new definition of a legal definition operational definition that would not be ‑‑ could be clear up to not be vague enough that people could do it ‑‑ could exploit it for political purposes.
That's the objective of the research ‑‑ you are doing.
>> MIWA KUBOSAKI: Thank you before moving on to the next question.  If anybody has a question, quick question, to what these panelists have mentioned so far, keeping in mind that we will be moving to some discussion over third‑party liability.
Yes, please? 

>> AUDIENCE MEMBER: My name is [ Inaudible name ] from Hong Kong I think in the last ‑‑ nothing has changed ‑‑ the same confrontational blaming dialogue and there's no government speaker here so it's like the parties are just talking in their own circles.  There's no real discussion going on.  And I think that is maybe one of the main reasons why it's not moving forward.  You need to have ‑‑ we need to mighty stakeholder discourse even if it's very different.  So maybe the next Asia Pacific regional Government forum should be in the most repressive country in Asia to really get this dialogue going, because otherwise we are not moving anywhere.  It's the same thing all the time.  Thank you.
>> MIWA KUBOSAKI: Thank you.  I hope you will be part of that to help us do that.  Can you provide some quick answers to that, John?

>> JOHN LIU: It's very interesting because even in is not so repressive regime doesn't seem to be much dialogue going on even here.  I was talking to Daru,discussions have been less and less since the first IGF until now.  Brings the questions, first of all, it's multi‑stakeholder, but how multi‑stakeholder it is?  Secondly is it just multi‑stakeholder full stop without the dialogue?
I don't know, but what I can offer is that from our work at least, you know, there are other fora to bring up these discussions.  And I think from a human rights activist coming to a Internet forum, is a bit of a leap.  But I think the Internet activist has to go to the human rights discussions of issues relating to Internet.  And there are enough forums about that.  The Human Rights Council, for example, has an excellent platform in the context of the universal periodic review of member states on a whole variety of human rights issues and freedom of ‑‑
[ No audio ]

>> It's a big discussion now going on in the Human Rights Council.  I think discussions cannot just stop at this level, but rather in our context as well.

>> MIWA KUBOSAKI: Thank you.

>> Actually I came here expecting some governments to participate, but I don't see any of our representatives.  I know they were invited.  I looked at the nametags.  Lots of them have been invited and preregistered to come here, but they are not here.  That's why ‑‑ and in a forum like this, that's why our approach has been general.  Let's restudy this question.  We don't have any solutions, but I think the way these actions have been going on the ground is wrong, because this is what we think you are trying to do.  We understand where you are coming from, but we have to hope up ‑‑ it's a fundamentally different game is what we are saying.
And we should start dialogue:  But they are not here.

>> Okay.

>> I just mentioned I just found that at least in Southeast Asia there's another forum ‑‑ discussing like yesterday and also today those cloud computing disaster ‑‑ it's called ASEAN Forum.  In April of this year.  And it's kind of like multi‑stakeholder minus civil society.  We have ‑‑ businesses.  We have government.  And it supported by the ASEAN itself.  Yeah ‑‑ ( Inaudible ) I think yeah, we should try to find how we can connect that forum with, like ‑‑ Civil Society and also how that kind of forum which I believe is also happening in subregion in Asia Pacific as well and with the Internet Governance Forum regional.
>> One last.  I was hoping this region, this ‑‑ I learned over the last two days governments more interested in going to the international one not Asia Pacific.  But these are, like, regional problems and this is the forum to discuss it to raise it.  Because as you said, in our official forums, we are not even invited.  Yeah?
And when we invite them they don't come.

So what's the point? 

>> Just to quickly follow up on that, maybe you can explain the context of how hard it is to get governments involved in talking to us over ‑‑ drafts in Human Rights declaration process.  Just one minute give that ‑‑ how that's been going on and how it's relevant this year so that people can get context on that? 
>> JOHN LIU: I think it's just the culture of secrecy that governments of Southeast Asia generally work.  There's no need to consult with civil society and if they ever do, it's only on a very superficial level.  Southeast Asia ‑‑ an important development over the past two years has been the drafting of the ASEAN Human Rights Declaration, which is expected to be launched officially adopted this year later this year.  But the process has largely been plagued with secrecy and nobody has seen a draft of the Human Rights Declaration.  And there have been very, very limited non‑inclusive consultations with civil society.  So I think it's a general problem our governments feel more comfortable, working with and without public scrutiny.  And, you know, so I think yeah, that's the main problem.
>> MIWA KUBOSAKI: Thank you.  I mean if you actually Google Search or any x, y and z search, online you would see a large number Civil Society across Asia not just south Southeast Asia for the ASEAN to release a draft of this declaration.  It's a regional the very first regional Human Rights declaration so you can imagine how it is to involve the government even repeatedly requested, whether publicly or privately so I wanted to give you that context.

Now let's move on to the next questions.  We have kind of now two‑thirds done in terms of time.
But so, you know, you guys just talked about somebody post something journalist, and then the Internet, the court, you know, to the parties, but I think as ‑‑ we have a other party the third‑party and oftentimes those are other a than the governments and the governments have outsourced policing to the private companies and organization that host and transmit information online, including ISPs, search engines, hosting companies and social media sites, such as, including Facebook Twitter and so on.
Oftentimes we observed I guess they have little incentive to protect this so‑called sensitive questionable content online.  So how can these laws ‑‑ I mean, how our existing laws saying about third‑party liability?  And, you know, what kind of negative consequences these ‑‑ should be avoiding?  Any good practices for running up a, perhaps, new law or amendment to regulate in third‑party liability.
Who wants to start?

Arthit?

>> ARTHIT SURIYAWONGKUL: So first of all, it should be met ‑‑ I think in general, we can agree that people shouldn't be responsible for something he or she didn't, like, commit or didn't like did it, right?  And I think that's at least the common ground we can agree on.  But then the question of third‑party liability, it's something like okay, if the owner of the platform and so the government says, it should be your responsibility to regulate somehow the things that happen on your platform, on your online site, and if you are not ‑‑ you are just basically, like, a bad citizen, because you are not responsible to the society, and that kind of ‑‑ it's actually, like, we can agree upon, but I mean to what certain limits.
Because there are ‑‑ I mean everybody wants to be a good guy, right, and want to keep his or her own house clean all the time, but it's the fact that they ‑‑
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>> ARTHIT SURIYAWONGKUL: And that's a section of you can post like the reader can post comments on what are the opinions about the piece of news of the day.

Whatever.

And there's a lot of people go to that site after the coup.  We found after the coup in 2006, a lot of website and web forum have been shut down so a lot of people found that they have fewer and fewer places that they can express their opinion.

In that effort in makes people migrate to ‑‑ website, because they are one of the few that are still open around a that time.
At its peak time, it's about 30,000 comments per day, something like that.

So I mean if you look at the capacity of the moderator to the screening things, read every comment and remove things that maybe whatever illegal or deemed illegal, it's just not possible ‑‑ I mean just it's overwhelming basically.
But still the court said that it's your responsibility.  But I mean we agree on that that we should keep, like, at our best, right, to make things most proper as possible.  The society doesn't expect ‑‑ doesn't like ‑‑ so in the ‑‑ days normal situation you, the traffic it's like lower than 10,000 comments per day.  And this is like more than double.  So even if you try at your best to keep things like as tidy as much as possible you are still liable which, I think, this is the question whether when you prove the intent, this should be the consideration as well.  In this case, the administrator of the site, got ‑‑ so the wording is a one‑year imprisonment but ‑‑ never committed serious crime before, but this wording makes all the ISP and ‑‑ and data center in Thailand feel like they are at risk.
And to just finish that, this is the probably the only case so far that ‑‑ I mean the punishment got suspend for the ‑‑ cases.
It is only because this case is got publicized and got international attention so there are a lot of people from embassies.  And other occasions they go under the radar and go to to jail.  Some of them got ‑‑ that's one webmaster to run a site support ‑‑ movement.  He got 13 years in jail.  For two posts that the prosecutor cannot prove that he's actually the one who posted it.  But the way the court did the trial is that they put the beg your pardon to the Defendant.
So they presume that the master, you are the one who has been guilty by default.

And if you can prove your innocence, you just basically go to jail, which is like opposite way of, like, doing a criminal judgment right?  So in normal case the beg your pardon to be at prosecutors' ‑‑ but in this crime that involve ‑‑ incidences ‑‑ yes, we know that the electronic evidence is very easy to modify because it's all digital.  But again, just only the fact that it can be easily modified, we cannot ‑‑ it cannot be effect ‑‑ how you call that ‑‑ easy to modify ‑‑ it should not be effected ‑‑ the admissibility of the evidence because if the court accept that, they say if the court accept that, there would be no evidence they could use.  They are saying so which actually are it's not true.  It's an international standard about the certainty of the digital evidence.  You can search for that.  It's called KZ scale Casey‑scale.  A certainty level of ‑‑ but in you can say like in cases like intermediary ‑‑ the law itself is considerably like ‑‑ but it's a rule of law, that our friends from Fujitsu mentioned in the last session that until the end the problem of in this case, expanding the data center and cloud computing, it's more like ‑‑ in some country yes, they have privacy law, but they probably doesn't have rule of law or due process.  That's actually the problem in this case, I think.
>> MIWA KUBOSAKI: Right the lack of independence in our judiciary and justice system across Asia.  John, you wanted to say something or Ed?

>> Just to have a regional context:  There's extremes in the region.  Many countries with these kinds of laws and one or two that don't have ‑‑ doesn't have any such law on intermediaries.
So Malaysia.  So it's like there's no best practice.  But, I think, though, the problem is we are still ‑‑ you have this thinking, political thinking, that the courts are used to, to interpret neutral laws.  So you still end up with victims.  That's the problem we are facing.
>> I wanted to add one quick point.  Yes, I agree there's no best practice in intermediary liability.  Nobody should be held accountable is a logical thing we can all agree to.

And I think, perhaps we should also shift our focus instead of talking about intermediary liability, thinking about intermediary responsibility to protect human rights, to respect human rights.  And I think it's very important in context of ‑‑ and the work of John Ragi special representative of the Secretary‑General on business and human rights at the UN, has written a report outlining the principles with regard to businesses operating and how they will impact human rights.  And basically he came up about a framework called respect ‑‑ wherein situations the operation of businesses states half the obligation to protect human rights, operations of businesses entities have the responsibility to respect human rights, and there should also be remedies available there any cases where human rights are infringed in the context of businesses.  So I think this is a very relevant framework to look at when discussing about intermediaries, about ‑‑ online.  For example, very quickly the principle of respecting human rights in the context of businesses.  John Ragi in his report and I quote in order to meet the responsibility to meet human rights, business enterprises should have in place policies and circumstances, including the policy commitment to meet the responsibility to respect human rights.  Human rights due diligence process to identify prevent, mitigate ‑‑ on human rights.  And processes to enable the remediation of any adverse human rights impacts they cost.  This also has been addressed by the freedom of expression rapporteur.  ISPs have clear terms of service.
>> MIWA KUBOSAKI: Thank you.

So yeah, on the ‑‑ the online content that offered to you shall not be held liable.  So the question to the online intermediary is ‑‑ gray area when it comes to the practical level.  But again, as John mentioned businesses ‑‑ online platform such as Facebook Gmail twitter ‑‑ have a due diligence responsibility ‑‑ the users.
Across Asia and across the Globe.

>> Add ‑‑ you mentioned YouTube and Google.  Actually when talking about best practices many people mentioned that notice ‑‑ kind of idea, notice and ‑‑ that okay if like anyone okay flagging or government feels like there's something ‑‑ not happy about ‑‑ maybe a possibility of illegal, then notice the intermediary on the society and they may take it down or not.  Still, I think, there's the reason I mentioned about is because there's a lot of people talking that this could be a way to ‑‑ so kind of like a solution for the opinions ‑‑ whatever ‑‑ but notice ‑‑ originally it's from, like, another kind of, like, issues is actually originally come from the copyright thing.
Which I found that it's more clear in that case ‑‑ I mean when, say, the music label industry found out that the video music has been posted online.  It's clear, right that okay this is their property.  And the site owner has already created ‑‑ oh, yes, this is like say ‑‑ whatever, so it's very clear it everyone and everybody can agree it's a copyright infringement more or less.  So I think the mechanism of notice and takedown really works ‑‑ 
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>> ARTHIT SURIYAWONGKUL: In the end, effectively, if you use the notice and takedown mechanism, with those kind of expression you just basically put the intermediary the role of the court actually, to the intermediary which I don't think is going to work in my opinion.

>> Just to quickly add to that.  What happens is, like, you are outsources censorship on behalf of the Government is what happens.

Yeah.  Because it's the government's political framework that's being using to ‑‑ often it's not even ‑‑ it doesn't even go to the courts or the courts go to do automatically, but that's the problem here you are outsourcing censorship.
>> MIWA KUBOSAKI: Thank you.  So we have these problems of the courts system or outsourcing of court's responsibility of businesses that ends up presuming that Netizens or citizens' guilt or before their innocence proven by international law that should happening opposite way.  For instance, I think, the reason ‑‑ Asia the evidence ‑‑ Act does that.  And also from the Cambodian spokesperson how he explained, and introduced publicly about the drafting ‑‑ draft cyber law is also highlighting that nature.
And now, we are going to move on to the next question.  With the Philippines; for instance, with one the largest number of journalists being killed ‑‑ extrajudicial killings, Vietnam, for instance, is with one of the largest number of bloggers being in prison.  For their online activity ‑‑
>> Second largest.

>> MIWA KUBOSAKI: Second largest in the world in Southeast Asia.  And Vietnam is a member state of ASEAN, Association of Southeast Asian Nations.  Now at the same time we will see perhaps the emergence space for ‑‑ LGBT persons and minority across Asia.  The Internet would, perhaps, have a role to play to raise their voices and make their presence a bit more appearing to the general public.
At the same time, are we have some South Asian countries with a low penetration rate on due to poverty and also ‑‑ and structure.  How are we going to advocate for, you know, more of a empowering role of Internet, possibly one for these groups of people?
Please?  You wanted to mention something about LGBT persons?

In Indonesia and South Asia in general?  How the Internet space ‑‑
>> In Indonesia, they use Internet as a medium to explore their anonymity and explore their identity.  But the problem is this outsourcing censors it.  Categorized them as a ‑‑ site.  So since last year, it's not just ‑‑ sites being ‑‑ ( Inaudible ), right?  More than that.
And also Facebook Group and maybe sexual reproduction site also, because it's related, right?

>> MIWA KUBOSAKI: You have a quick comment on that, Indonesia?  And please identify yourself.

>> AUDIENCE MEMBER: My name is [ Inaudible name ] from Indonesia.  I think Internet in Indonesia is still low, but I guess in the deny community, for example, we recently like a week ago we decided to make an extra editorial rule a because in Indonesia ‑‑ only 12 companies own all the media, but ‑‑ in Indonesia that's why we are ‑‑ we hated ‑‑ media so much so we like to editorial rule happening now within the bloggers and I think that's a good initiative for Internet to be used for Internet Society ‑‑ and not necessarily ‑‑ not necessarily always non‑government, but it's actually useful citizens and ordinary citizen.
>> MIWA KUBOSAKI: You want to add to that?

>> For ‑‑ part of the Indonesia there's lack of infrastructure.  Dissemination will be a problem, right?  For ‑‑ Indonesia have big problem LGBT issue.
( Inaudible ).

>> Yeah. 

>> Interesting to see how these issue play out.  And how the ‑‑ Indonesian government handle this and respond given the next Global IGF might be in Indonesia.  Let's see, Art?
>> ART: In Thailand we don't have much issues or problem on that.

As you may know, we are actually, I think, the most open in Southeast Asia concerning LGBT people.  They can openly tell the public that, like, there's a case of a ‑‑ a lot of, like, celebrities, singers, right now, are openly talking about their own identity.
And I mean, of course, there's still resistance in some parts of the society, but in general we are ‑‑ situation compared to a Our neighbors.  But still what I like to highlight here is that Daru mentioned about anonymity, right?  And that's a trend in parts of the world, say South Korea that anonymity online sooner or later criminalized.
There's more countries considering about ‑‑ you should use your real name basically, your identity, if you want to post something online.  Or there are some sites or also in Thailand as well, but ask you to put your citizen ID for the registration.  But, of course, they are not going to show to the public.  Just use it to limit that, one person can only use one account on this site.
But if you look at Facebook, and many social media sites, you will find that lot of people trying to as Daru mentioned there's more than one account to doing so.

So I think the trend of criminalizing the anonymity, I am not sure the effect it will be.  Maybe a open question at the moment I found that maybe there are some something related and, I think, and anonymity, whether it's online or offline it's ‑‑ we should protect.  I mean in relation to things that when you talking about marginalized people whether it's bicultural or ‑‑ or whatever.
>> It's a very important platform.  Coming from a country where a the main antigovernment insurgent groups, you can access their websites and read their statements.  Nowhere else in Southeast Asia can you do that.  Our own government ‑‑ and in the long run, I think, it doesn't become a problem for the government anymore, because you can check their ideas and statements, so the evaluation of the opinion and statements are like more transparent.  And I think that's a ‑‑ because I am coming from a country where still regulation, but the problem is when you go out.  For example, if you comment on a website on the ‑‑ parties of the Philippines.  Your life is in danger.  The practice, in the real world, the danger is there.  But in the cyber‑world you are free.
Totally free.

In Philippines there's no blocking.  I think there's one study we had only two requests for takedowns from the Google Search in the Philippines.  So that's, I think, it's erring on the side of freedom, I think, as ‑‑ said.  It's a good ‑‑ let's start with this first, but the problem is that's not what is happening.
>> MIWA KUBOSAKI: Thanks.  John just before we are going to open floor and to the audience?

>> JOHN LIU: So your question is how does Internet ‑‑ marginalize groups in society?  I think the answer is quite obvious, as my other colleagues mentioned.
The creation of a space that never had existed before.

And Daru and Art both mentioned the possibility of anonymity which allows marginalized communities to come up and speak.  The other thing that needs to be stressed is with this space, you know, it allows for rational discussion and I think it's very important, and in some context rational discussions can happen offline.  I can give you the case of Malaysia where a discussion of issues of religion, for example, you know, people, especially in Islam because religion is so institutionalized and monopolized by the state and religious authorities, any question of any decisions or opinions of so‑called Islamic scholars would be ‑‑
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>> For example, it's ridiculous as that.  Seeing that, for example, you ‑‑ you will undermine one's faith or ‑‑ will effect that.  As ridiculous as it sounds, I mean Muslims can openly speak out against things like that, but with the possibility of anonymity you have the space.  Many other examples.
Your second question is on poverty and issues related, how we go around in a?

>> MIWA KUBOSAKI: Yeah, like digital divide.  How doing that?

>> JOHN LIU: I think the trouble is that in many of the countries where ‑‑ in mean South Asian countries there's perhaps an argument that, you know, perhaps you shouldn't prioritize rights on the Internet, because we have to deal with development issues, right?
And well, there's no clearcut answer to that, but my perspective is you have to look at rights with the principles of universality and indivisibility.  You can't argue that one right trumps another.

You can't pit one right against the other; you can't say we prioritize the right to education, but we can't guarantee the right to information, for example.  In that sense, I mean a commitment to right to information, if you made the commitment, then, I think, commitments to right to rights on the Internet is very relevant as well.

>> MIWA KUBOSAKI: Right and those things that you mentioned like schooling, education, knowledge, information are also mentioned in the ‑‑ development goals to be achieved by 2015, which is ash the ASEAN also claims, for instance, to establish a people centered ASEAN.  It's quite an interesting atmosphere, or discourse that we are looking at when it comes to the access to Internet.  You wanted to say something?  ( Inaudible ).
[ Off microphone ]

>> At the same time, talking about trends, filtering based and, et cetera, and if you look ‑‑ I have good example of that.
>> MIWA KUBOSAKI: After this we will go back to the audience and wrap up our session.

Can you put the screen on?

Can somebody help with the screen?

>> While fixing things up.  You are talking about Internet access, right and countries ‑‑ try to put the rights to the Internet access as a ‑‑ I think it's a Iceland they say, like ‑‑ or Finland, and there's also programs in some other countries as well, maybe they not put it the Constitution, but put in ‑‑ I.T. development programs, like, in Singapore they have a plan ‑‑ every people on the island should access the wireless Internet at least the speed of ‑‑ or megabit or probably faster and this is not only limited to the citizens actually this is everybody who visitors Singapore as well.  So they frame it as something, like, for economic development.  At least in the case of Singapore the development and tourism.  So the links access to the Internet as a information benefits the mobility of the ‑‑ students workers that come to Singapore something like that.  And in the case of Finland it's more like constitutional rights.  But has the same effect.  In countries like, for example, in Thailand, Our national broadcasting and telecommunications Commission, one of them is here, said that they are talking about the concept of USO, universal Service obligation and they say every service provider if going to be in the business, they should have a coverage of some certain ‑‑ 80% or 90% or whatever of the urban area within this year and within this year it should also cover the rural area as well something like that.  So they use a licensing mechanism to assure the access to some telecommunications services.  So it's ‑‑
>> MIWA KUBOSAKI: All right.

>> And the last part is ‑‑ so the user mechanism applies same thing.  And some also try to frame it as a civil rights.  The frame it as more and more the government offer services to the e‑government services online and say like access to the information is, or those like documents when they are ‑‑ to the public put it on a website or whatever.  So it should as a citizen, if I don't have enough good enough access to Internet that's some of my civil rights cannot be achieved easily enough so some people frame it that way because of this you should guarantee some certain level of Internet access in order for citizen to access rights?
>> MIWA KUBOSAKI: Before we turn to ‑‑
>> One more, key words, filtering‑based content.  Because if you see ‑‑ yeah, because if you see the configuration of DNS it's based key words, homo‑‑ and lesbian words.  It's ‑‑ basically.
>> MIWA KUBOSAKI: Thank you.

I know we reached 1 p.m. but just to give 5 or 10 minutes back to the audience to see if you have any questions or comments before we wrap up, please?

Identify yourself first, please.  Thanks.

>> AUDIENCE MEMBER: I am [ Inaudible name ] first time participant here at IGF.  And my question ‑‑ I am currently studying a student in information Studies.  My question is about the empowerment on education.  And we just mention beside the marginalized communities and how we are approaching them in terms of empowerment.
And since institutional education is not so suitable in making this happen as far as Japan is concerned, they are a little bit slow in taking their stance on maybe the use of social media or digital ‑‑ or even media literacy.  Is it going to be by a public sector or civic sector?  Or are do we need to influence the government?  Or their industry itself to be, for example, I don't think any Internet service company intend to be ‑‑ to the LGBT community when we ask as whether we are female or male when they register.  They don't mean on it mean; they just don't know they are doing something wrong.  I hope this question is relevant somehow.  Thanks.
>> MIWA KUBOSAKI: All right before we go back to the panel, any other questions?

So we can just collect questions before they go on.

To answer.  Yes, please?

>> AUDIENCE MEMBER: My name is [ Inaudible name ] working for telecommunication company here in Japan.  Just curious to know how multi‑stakeholder approach maybe mentioned about multi‑stakeholder minus ‑‑ ( Inaudible ) [ Inaudible accent ]  In Southeast Asia there could be some corporate method for making conversation speech more freely ‑‑ ( Inaudible ) Internet.  So curious to know, maybe in U.S. or U.K. or EU approach for government, and industry to make some ‑‑ [ Inaudible accent ] Internet freedom, but in Southeast Asia could be some kind of approach be taking place is my question.
Thank you.

>> MIWA KUBOSAKI: Thank you.  All right.  Another question, please?

>> AUDIENCE MEMBER: Yes, I wanted to all of you are coming from somehow democratic countries and all of the countries ‑‑ I said ‑‑ all of you ‑‑ I mean formally ‑‑ there's no formal democracy ‑‑ and all of you have governments that have e‑government strategies.  I wonder if you should avoid talking about all right and shift the discourse to enable the governments to talk to you.  Because otherwise in ten years we have the same panel here.  Thank you.
>> To follow that.  Last year ‑‑ okay it's kind of ‑‑
>> Wait.  Just a minute.  Any other question?  Otherwise we are going to start.  We will have panelists answer the three questions and we will wrap up.  Thanks.

>> ARTHIT SURIYAWONGKUL: Yeah, actually I am very agreed on that, that if you just frame it like human rights or whatever, it's very difficult to bring them on, I'm sorry to use the word ‑‑ to bring government on.
But and I found it's true if we prime it as ‑‑ OECD development or ‑‑ than the word human rights, then we can have, like, more people to join.  Last year in Thailand we have a big flood.  So we have like such like a disaster natural disaster.  And a lot of civil society found it's a very good chance to cooperate with government.  And interestingly, one of the ‑‑ leader ‑‑ [ Inaudible name ] he also run like a campaign ‑‑ run a program to do a disaster relief.  So I mean without the context of the big flood that disaster, I think it's very difficult for him or other civil society organization that promote human rights, or the democratization to work with government.
So in the end the politics is it's very personal in a way.  It's a public ‑‑ in one way it's considered public policy but in the end if you want to work with politicians you have to let them trust you first, right?  And that kind of window ‑‑
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>> Education and they put something about their own ideology into the educational program and people in civil society which in the past they cannot.  So I think I agree.

>> MIWA KUBOSAKI: All right.  Answer to any other questions, please?  Ed?

>> Actually we have this Fellowship program which we encourage journalists to ‑‑ study, like ‑‑ ( Inaudible ) and environment, ASEAN connectivity building.  Often when we do this is like a wall her hitting and as someone who has been here long enough more than ten years it's not changing.  You keep hitting a wall that is not become addressed.  These issues are like from the mental.  And just to put that into the framework of this empowerment, it's ‑‑ we have tried to play within your rules, but there are other rules you should be looking at.
And ultimately this is the power of the Internet.  It's just when you go there, it's like the perfect arena for ideas, exchange of ideas.  And discourse.  It's only the keyboard you will be typing on.  And it's the best way, why can't we just do there ‑‑ for example, ASEAN human rights, the idea has been proposed in 90' and 93 and it's 20 years later when they are finally doing it.
And then they are doing it wrong.  They actually don't just not invite Civil Society they explicitly tell organizations you cannot attend.  CPAR you cannot attend.  There's a list of 20 organizations and these the organizations interested to do that.  What's so difficult about discussing it in a multi‑stakeholder platform?  In multi‑stakeholder platform, just don't ‑‑ people are interested in ‑‑ we will do it even if you want it on your own terms.
>> MIWA KUBOSAKI: Just from quickly.

>> Add to that the policy of human rights is just something that where he also should need to look at.  I mean okay because we moved away from the term such as rights and freedom, those words are in your own constitution, people.  Like what's wrong with talking about what's already in your constitution in the law?  What is so wrong about it?  Now already we know that this moving away from civil and political rights and to the economic social cultural rights and so on ‑‑ it's a ‑‑ ( Inaudible ) moving away from human rights really already in your constitution, I mean it's like let's move away from talking about human rights like what a shameful thought.  John, please?
>> JOHN LIU: Coming back from the question about should we move away from human rights and things like that?  It's an issue of strategy really, you know?  And there are different levels of advocacy and there are different modes of strategies.  And it's multi‑level and happens simultaneously activists like me talking to the blogging community talking on the same table.  And we target different fora, for example.
And so it may be a matter of packaging and seeing what's most feasible in a particular fora.  Every member state the UN Council has a periodic review can process no member states get away ‑‑ you can't avoid talking about human rights.  I find if quite weird more and more countries want to project an image respecting human rights and democracy.  Even countries like Burma wanting to be seen respecting human rights.
It's a matter of packaging and it happens in way which forum we are in.

>> MIWA KUBOSAKI: Any final words?

Anyone?

>> Just don't forget to attend our book launch, tomorrow at 11 a.m. room 14602.

>> MIWA KUBOSAKI: Did we forget to answer any question?

>> I have no idea, sorry.

>> MIWA KUBOSAKI: So your key question was how do we address the?

[ Off microphone ]

( Inaudible ).

>> MIWA KUBOSAKI: Say again.

>> The lack of education in the use of digital sphere.

>> MIWA KUBOSAKI: Digital fluency or literacy?  Recommendations on that?  All right.

>> I have no idea.

But to give an example, a lot of ‑‑ there's originally a program in Thailand that they are going to call it One Public per ‑‑ and build the template and ‑‑ ( Inaudible ) every ‑‑ in the school.  [ Inaudible accent ]
And then a lot of it discussion that has, hey, why you ‑‑ build that template to the kids, they cannot use it, it's too complicated.  And the book is still better, because the template may harm the eyesight.  There's a lot of argument against for kids using the template and all the argument is from the adults' perspective.  What happens in the end when the ‑‑ has been made ‑‑ last month, every kid can use it in almost immediately.
Many times, I think, that it's a problem to think about things at the moment with how you say, the concept of, like, 20 years ago.  And then you try to solve ‑‑ you try to figure out may be there's a problem, but you use concept of 20 years ago and you find the kid doesn't have a problem.  So I think many times okay this is ‑‑ probably ‑‑ education, but it's like the problem at the moment we can frame it something like we try to come up with a public policy.  Now we want to come up with some public policy that's going to have an effort 20 years from now, but which ‑‑ the public policy of 20 years ago. 
So there's 40 years gap something like that.  And, of course, it's going to be a problem if you have that such a gap.

>> MIWA KUBOSAKI: Last words?

>> Working on digital literacy ‑‑ and media literacy, but I think for LGBT group ‑‑ religion group we have to state the issue.  We have to blanket the issue, like, for ‑‑ community we have to blanket it with ‑‑ reproduction issue ‑‑
[ No audio ]

Or any ‑‑ like that.
>> Too scared to do it.  So it should looking at that one and these are the people in power, yeah?

>> MIWA KUBOSAKI: Right.  I mean the Internet adds we know the users most online population in Southeast Asia and we have the IGF going on.  So, you know, we all should be encouraged to talk to them and ‑‑ the question from ‑‑ with that, thank you, all very much for participating in this session.  And please freely to follow up with each of the panelists.  And any of us.  And have a great afternoon.
Thank you.

[ Applause ] 

[ End of File ]
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