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* * *


>> HISAAKI FUJIKAWA:  First we will have Ryoji Mori to talk about the legal issues of blocking so the first will be by Mr. Mori followed by Susumu Yoshida who will talk about the current situation, blocking in Japan, so we will have that presentation.  And then from the IA Japan Mr. Kokubu will talk about the Internet Hotline Center and how to promote Internet literacy for children.  


Each speaker will have 15 minutes, and after all of these presentations, I would like to propose topics for us just to discuss.  Perhaps I might decide to solicit opinions and comments from the audience and I'd like to ask for your support.  


I am Professor Hisaaki Fujikawa, a lawyer, I am a lawyer.


>> RYOJI MORI:  I want to talk about child pornography.  This is a really serious infringement of human rights in the eyes of children so we use blocking to block accessibility to the harmful site.  I'd like to talk about the legal issues.  


What is blocking, first of all?  


The user, the viewer of the Internet, goes to website and there is ISP providing Internet access to the user without taking consent of user, the ISP may detect the name of host IP address and URL that user is trying to access and block that access.  So ISD is taking action to block the access to the user.  


Especially in European countries, blocking has been conducted, but in Japan there has been consent, whether this blocking is infringement of the privacy of communication.  This one category of privacy.  


In Japan we take this very seriously; therefore there has been protection applied to privacy of communication in Japan.  


What is this privacy of communication?  Simply put, the content of communication and its destination, when exposed to the third party, it is the infringement of the right that is actually guaranteed in the constitution of Japan and we have laws that protect this privacy.  If you look at this diagram, I would like to explain how this blocking can be applied.  


This is... this shows how information flows when the user actually uses the website.  First of all, the IP has the name and it will be inquired to -- IP address will be sent back, and based on the IP address, user will be able to access the content on the server.  


This is how the web information flows.  But when blocking is applied, first of all, DNS blocking or DNS poisoning, first of all the domain's IP address will be inquired and true IP address rather than a true IP address, that is 12 XX, this is the true address.  Instead of the true address because of the scheme, instead of returning XX, there will be the dummy IP address which is on the list and will be returned.  


So that 12 XY is returned.  The user will be accessing XY and this actually pops the warning to the user, saying that the user cannot access to child porn website which has the address of XX.


There are other methods which is hybrid filtering, another way of blocking accessibility.  There is nothing, no scheme on the part of true IP address XX will be addressed from the server but if you try to access this site, there will be this IPS browser which has the IP address list, indicating some of the addresses that include harmful problematic child porn images.  So this request will be transferred to a different proxy, and this IP address will be examined there and this URL, if it is recognized as harmful content, there will be a large warning returned back to the user 


Blocking the access to porn is a good thing but this list is used to understand what the user is accessing.  Although this is done, being able to see where access, where user is accessing to is a problem.  It is regarded as the infringement of the privacy of communication.  Ultimately the content of the requests can be examined and it's the infringement of the communication, confidentiality of the communication.  


So in order to apply blocking, there must be justifiable reasons.  Generally speaking, to justify confidentiality of communication, first of all, there must be a consent of the telecommunication operators and there must be legitimate self-defense or a necessity.  Consent of the user you could not expect because it would be applied to every user, not a specific one.  It's not possible to receive specific consent of an individual.  


But what about the... the reasons for blocking, legal reasons?  Special legal reasons that justifies the blocking.  Usually blocking is illegal but if it's the purpose of blocking child pornography this could be regarding as a special case, so there are legal reasons to make this legal, first of all, justifiable act if it is socially acceptable and justifiable.  


Secondly, if this is justifiable, self-defense, in other words, justifiable counterattack or, thirdly, if there is impending, immediate danger, and you are forced to take an action of blocking.  This could be deemed as legal.  Starting with the justifiable act, again, this could be defined as the specific act that could be socially acceptable and justifiable.  Say a policeman arresting the suspect.  Unless you are a policeman, you won't be able to arrest but the policeman has a right, justifiable reason, to arrest the suspect.  


Also if you are a boxer.  Harming or injuring the other party could be regarded as the justifiable business activity.  This could be possible reasons for making the blocking legal if any information that could infringe human rights could be blocked by ISP, could it be regarded as the justifiable business activities of ISP?  But this is not a clear standard to make a correct judgment.  


There was a case of lawsuit on paragraph -- this could be referred, too.  There is this loan shark and around loan shark... who borrowed money from this loan shark and this principal was threatened by the loan shark, receiving telegraphs, threatening the user.  And the telecommunication company was sued and they are -- they claimed that they were obligated to stop such harmful telegraph.  And the decision was that there is no need for a telecommunication operator to pay the damage because of the following reasons: Now, being able to understand what is in the paragraph, the content is not allowed.  The telecommunication provider provides the physical medium for communication, next thought of communication, and transfer the information that the operator receives some be transferred to the user directly without changing it, without looking into the content. 


So they are not allowed to infringe the confidentiality of communication.  So that was the judgment regarding the telegraph case and the same thing applies to blocking.  You take the contents through the list and then create a DNA or your list and if users try to access the listed sites, then you try to block them.  So this is very similar to the telegraph case.  When you try to block such access, this will of course violate the confidentiality of communication from a lot of information so as a medium, the telephone operators or telecommunication operators are obliged to send and resend material intact without looking into it.  This is not part of legitimate business; therefore that would constitute infringement.  


The second -- we said there were three causes for barring legality and the second was self-defense, which is very, very straightforward.  Let's say there was a burglar who went into your house, broke into your house with a knife and then you are allowed to take measures for self-defense.  And would blocking apply to this?  No, that's not the case.  Because infringement of the confidentiality of communication will be of course applied to all users who go through this ISP and these users are not doing anything, they are not burglars, this is not self-defense against a malicious act so you have no cause to argue for self-defense.  


The third illegality bar, merge (?).  There are three caused, one is the current harm that there is an imminent harm about to come your way against your life or your physical freedom or against your property.  The second condition is that this was an act that you had to engage in, in order to protect yourself, and the third is if the harm caused by the evasive action does not outweigh the avoided harm, so these are the three conditions, two admit the third illegality bar of emergency avoidance.  Say you were walking along a very narrow road and a car coming at you with high speed but the car is taking up the full width of the road, nowhere to hide.  You had to jump into a garden in a nearby house in order to avoid the car and you of course ruined the flowers.  Normally this would constitute crime damages to articles but you could not help you. 

Therefore through emergency evacuation or avoidance, or under that legal principle, you will not be found liable.  Kind of the same thing would be allowed for blocking.  Whether there's a car coming at you at full speed or not, the harm.  Say that when child pornography images are placed on the Web, this is not a very imminent harm; it's a very static image, of course, not coming at you at full speed.  


But this is or can be the cause of very, very serious and material violation of human rights, because the image is there for everyone to see, so for the person who was the subject of that abusive imagery this could be regarded as imminent harm.  


 You could not take any other measures, meaning that were there any better measures that you could take to avoid this car?  In this car example perhaps there was another place you could hide.  Say on the other side of the road there was a parking lot.  Rather than going into the garden and run winning people's flowers you could have jumped into the parking lot.  


Can the same thing apply to blocking as a means to stop the market of the child pornography?  You can of course issue a take-down notice to have the images removed.  This could be a better method, for example.  So?  It's difficult to take down or identify the originator, in those cases, of course, this illegality bar might be applicable.  Third point is the balance between the harm caused as the result of evasive action and the harm one was trying to avoid. 

For example, if you are run over by the car, this of course would have harm on your physical health.  So compared to that, the ruining of the flowers in the garden I think would be much smaller than the harm caused by being run over by a car.  However, would the same thing be true for blocking?  


In this case, there is an infringement of the confidentiality of communication by blocking in order to safeguard the rights of the child, but for very malicious child pornography we believe that perhaps the harm caused by the or the human rights infringement caused by the child porn would be much larger than the harm caused by the blocking itself.  Therefore, through emergency avoidance we could perhaps create a defense for blocking.  I think that's the general thinking in Japan.  Of course there are many people who oppose this and some people who say that self-defense would be the right way but I believe that there are cases when we can take up this third legality bar that is emergency avoidance in order to justify blocking Japan.  So other than that, the confidentiality of communication, there are some issues, legal issues.  One is if you do conduct blocking, then wouldn't the ISPs be held civilly liable by the users? 

I talked about the confidentiality of communication and the illegality bars.  These of course are criminal liability, so from the user's side the ISPs may be sued for damages.  


And the second point is there is a bar against government blocking and censorship in the Constitution so I'm talking about creating a list and categorizing that information that can be accessed or cannot be.  


If this is done by the government, this is very close to censorship.  In that sense, a private -- the initiatives of private organizations without the intervention of government must be the mainstream in engaging in any blocking activities.  I'll talk about this later again.  


The third point I raised here is that the list of child pornography that should be blocked, how to create a list of those sites?  Sorry I went over time but this concludes my presentation.  Thank you.  


>> HISAAKI FUJIKAWA:  Thank you very much.  


Now we would like to call upon Mr. Yoshida.  


>> SUSUMU YOSHIDA:  How should I lead into your presentation?  Please wait for a few minutes.  I'm not -- earlier Mr. Mori said blocking must be done by a private sector organisation, otherwise, if the government engages in it, it would be tantamount to censorship, banned by the -- but we are involved in creating the list and managing the list and Mr. Yoshida who will make the presentation is working with a private sector organisation that is in charge of creating and operating the list or managing the list.


>> SUSUMU YOSHIDA:  My name is Susumu Yoshida and as was mentioned by the chairman normally I work with Yahoo! Japan.   Our mission is the following:  It has already been explained earlier and in our Articles of Incorporation it says the realization of safety on the Internet by preventing illegal content from spreading.  That is our mission.  So our mission is to engage in widespread activities to prevent legal contents and currently we are known as an organisation to manage blacklists for child abuse materials and we create the URL lists and also distribute the lists.  That's the business we are currently focused on right now.  


The definition of "blocking" is that mandatory blocking to certain websites regardless of the user's intention.  As for how we were created, let's say the ISP blocks the illegal material.  Who then recognized that as illegal content and then distributes the list of URLs which contains that materials?  There was a lot of discussion about how to do this, and the Internet content safety association was founded in March last year and from April they have started to distribute the URL lists and when we were discussing which organisation should be engaged in this activity, we felt that someone close to the government, that is, close to the police, doing this, would be excessive intervention into the confidentiality of communication, therefore we should avoid having someone close to the government like the police engaged and these were the voices of the telecommunication operators as well as the general public. 


We felt it would be best for the private sector organisations or companies to pool some sum of money to create an organisation, so major providers, Yahoo, search engine companies pooled together money to establish this group in March of last year.  Very new organisation.  


We were founded with 21 companies funding.  Now the number of members has increased to 73 companies.  And the leading companies like NTT Communications, KDDI, Soft Bank, these major leading companies.  The majority of the companies in Japan are involved and our members most likely covers 70 to 80% of the total population of Internet users in Japan.  This is the coverage rate for fixed line users and in the past one year NTTD, Soft Bank, mobile has also joined so the coverage rate for mobile communication users is probably about the same as for fixed line.  That is, for the major Internet connection companies, probably, you'll not be able to see the ICSA listed URLs in most cases.  


So how do we run our operation?  


I think the Japan Internet Association representative will talk about this, but the Internet hotline center, receives reports about child pornography from ordinary citizens and the hotline center will then confirm the content and provide the URLs to ICSA and with the help of ICSA specialists, ICSA will examine these carefully to determine which images are illegal and should be blocked and so this would be a double-checking, because we had the first check by the hotline center and then by ICSA 


If you can't make that judgment, for these very sensitive materials, then we ask maybe physicians, pediatrics, pediatricians and lawyers to make an all-out decision.  


When there is a unanimous agreement this is illegal, we will block them.  In order to make sure ICSA is working independently, we also are monitored by external professionals, scholars and lawyers organize this group to -- this group was formed so we can explain how we operate in association.  


Basically what has been blocked, simply put, currently the blocking is utilized by the providers so all we can do is block the mains.  So there is also always this risk of overblocking.  


Inside the domain, if the majority of the content is in the domain and it includes the harmful child porn, it will be completely domained.  DVD sales site, DVD especially including such child abuse materials will be completely blocked.  Specifically URL lists, being distributed to first of all it would be uploaded to a secure website and the members who registered their IPs the file will be downloaded to ISP so they can use it, to begin their -- so this is the diagram that explains how this list distribution works.  


There will be civil, general users, if they find any harmful sites, this will be reported to the police agency as well as the hotline center.  


We are asked to take it down and we examine whether the site is truly harmful and should be taken down.  


If there is any site that is not eliminated or deleted based on the criteria set by external organizations we make the decision based on the advice we receive from experts and this final list will be distributed to ISPs.  


Now, blocking is simply a supplemental method.  What is finally necessary is to be able to arrest the criminals; that is the first priority.  If the hosting is done outside Japan, in overseas countries, blocking is the only way to stop the harmful information from spreading, so that could be used.  


Spoofing, this was already mentioned earlier so I'll skip this slide although this was a very complex animation.  Already in Japan it's been reported in the media that we have the latest case.  This is the website that does not use any domains.  The IP addresses, the numbers do not have to go through DNS server without resolution, so ordinary DNS spoofing-blocking system does not work, it's not effective to block this kind of website.  


But luckily, we had this large child abuse DVD sales site arrested by the police.  We were able to cooperate with law enforcement organisation in the United States, the hosting was actually done in the United States operated by Japanese but we were able to arrest the criminals.  Many of the domains which were blocked by us rows so the criminals were arrested.  This was a large group so we were able to eliminate these websites from the list.  


There are 100, 200 websites which have domain names as well were already arrested.  We were able to reduce the number of websites listed in our list.  


For the future, as you might know, there are many other ways of blocking, using proxy, for example, and there are alternatives.  You can combine all of these to use hybrid methods.  We have to examine whether this is legally acceptable, is there any typical problems caused by using such methods?  All of these questions needs to be asked providers formed consortium to go through such discussion.  Our association does not intend to force them to use any specific method but we always are ready to provide a list for them to be able to effectively block harmful websites.  


Last year, Internet Watch Foundation and other organizations in the UK and France, we actually started exchanges with these organizations in overseas countries so this would be another way of effectively blocking harmful website.  We actually went to overseas countries to understand how this blocking is done.  We heard that hosting is hardly done in Japan but many are hosted in U.S. and Netherlands and Russia.  Police organizations were able to cooperate with overseas law enforcement forces to effectively block the criminals and arrest them, specifically P2P issues and this is also where we need to use the child porn blocking.  We would like to establish a framework to be able to participate in the discussion for better blocking systems.  

(Applause)


>> HISAAKI FUJIKAWA:  Thank you.  


I'd like to ask Ms. Shino Uenuma to start her presentation.  


>> SHINO UENUMA:  Yes, I would like to talk about the fact of children being exposed to such accessibility and also protecting children from being able to view some harmful site on the Internet.  


The title is Protecting Children in Mobile Internet, as Mr. Mori mentioned, the communication in mobile Internet world is protected through confidentiality of communication as well as freedom of expression.  We need to make sure these rights are protected but at the same time we need to protect children from exposure to harmful information on Internet the Constitution as well as telecommunication and business law, we also have international convention on children's rights all of these said that we need to make sure that the information, art form, expression, every kind of the information can be expressed freely, even in the convention on child rights has a statement that information need to be protected but in protecting such information-related rights we still need to protect the rights of children.  


Basically what we are doing there was the minister's instruction, Minister of Internal Affairs and Communication, instructed mobile operators to put children and later there is a law to protect the youth, they act on the development of environment for the safe Internet use by young people. 


Children use cell phones to connect out to Internet, children are asked to use filtering and mobile operators were instructed by the minister to encourage young users to use filtering.  In this case, it's targeted, the use of mobile phones, for children.  So if they use mobile phones to go to Internet they can freely access to Internet without anybody watching over what they see on the Internet.  They could meet up with someone they don't know they could be susceptible to the crimes, sexual crimes so one way to prevent this is filtering.  what is this filtering?


First, there is a set of criteria to differentiate what should be a display and what should not be for children.  As two other speakers mentioned how this is different from blocking.  Blocking, regardless of whether there is consent of users, the viewing of a certain site is completely blocked but filtering is something that user actually sets so this indicates there's the consent of the user.  There are two types of filtering, wireless filtering that is a display on the, what is certified.  And black list-based filtering is to filter out he what is regarded as harmful.  Making it impossible to display such information so you to have examine the content of the information to ensure if the information is safe or not.  So the list of, white list will be much smaller than the black list.  In the case of mobile phone here in Japan, again, this is targeting mobile phone users.  

Capabilities are not as diverse as we think.  The filtering on the case of mobile phone cannot be customized easily, so there must be the gateway or server that is where filtering is applied as a result this filtering will be applied based on the common set of criteria for any user.  


And in Japan, the site that is categorized in the same group will be even the filtered, the content is sexual violence of course is included, yes, but all communication sites which are regarded as problematic were filtered.


>> These are blogs, SMS bulletin boards.  Children who wrote their own blogs could not access their own blogs anymore, that sort of thing could happen with across-the board-filtering.  If children -- they are not allowed to communicate with anyone on the Internet?  That's the issue of wide-reaching filtering and the third problem is inconvenience.  This will reduce the number of usable sites which means inconvenience for the users.  


How can you resolve this issue?  And the biggest problem we thought was across the board filtering and the wide-reaching scope of filtering.  So we should secure the diversity and allow for increased options on the part of the users.  Then we could resolve those two issues and as a result there was another request from the MIC minister saying basically we'll start with the black list methodology because if you use the white list approach, then you can only access a set number of limited number of sites. 


So let's take the black list methodology which allows access to a wider number of sites and also for the sites recognized by an impartial third party, these certified sites will be free of blocking.  


Also, let's allow for more customization.  These were the requests for the minister and that was when the act on designing a safe and secure Internet environment for youth was passed.  And it's a very long-winded name.  Act on developmental environment that provides safe and secure environment for young people.  I think this is the only law in Japan with the words safe and secure but this is the official name of that act.  Within this act, there is some provisions on the application of filtering which says basically that this is a duty specifically for the Internet connection providers and in the case of the Internet that's accessed by the mobile phone and then the rule is to monitor, that is, they are obliged to block or filter and in the case of ISPs, the filtering should be provided upon request from the users.  


As for the manufacturers of PCs and other Internet access devices or equipment, they're allowed to sell these devices after taking images to make filtering easy to use.  However, this is the article 19 but the machine manufacturers, the application of that law excludes mobile phone and PHS terminals which means smart phones are not included and that led to the current discussion on how to filler on smart phones.  This act on designing a safe and secure Internet environment for youth as the two presenters said there is some sensitive issues in that act regarding government intervention in content.  Therefore at the House of Representatives which passed this bill, an additional resolution was added, that is to use filtering in such way it does not restrict diversity of information.  Because if you filter too strictly it will reduce the amount of information people can access. 

So not to unreasonably restrict the scope of information.  


Also, to respect voluntary initiatives.  Filtering is not done mandatorily by the government so people should under their own respective standards work to protect the rights of children through voluntary initiatives.  So the laws should uphold such voluntariness.  


So why is filtering not a duty to use but a duty to provide?  Because the law is not written to say the children as users are obliged to use this.  The obligation is on the part of the providers to provide the mechanisms for filtering but not obligation to use that service.  Why is this?  This is because outside of the information that children can safely use, there is an outer ring of harmful information for children and then on the outside harmful content for adults.  But harmfulness depends on of course the age of the child, the character of the child, the nature of the child, and also the family setting of the child.  


Therefore it's very important for the operators to be able to pick and choose.  That is why it is an obligation on the part of the providers to provide that filtering.  


How is filtering actually conducted after the passage of that bill?  This shows the filtering usage ratio and you can see it's increasing.  Currently as of March end of March of 2012 for children between 12 and 1574% have subscribed to filtering.  When you reach February to 18 which High School is the rate is about 51%, and we want to increase this rate to 100% if possible.  That would be the ideal environment.  But in actuality, this shows the number of children with mobile phones who are victimized and the ratio is only 0.22%.  Even if this is a very small number that child is a child.  


So it's very ideal to make the efforts to reduce this number to zero or close to zero.  In the case of Japan, how do we view harmful information?  There are two categories of harmful information in Japan.  One is what is called as content risk.  That is the content of expression itself is harmful to children, for example, sexual or violent content.  


The other, second, is what we call contact risk.  That is the information itself may not be harmful in content; however, the users who originate that information may be harmful and overseas people talk about online predator or cyberpredator.  That is they will meet children on the Internet and then meet them and do some harmful acts against them.  That's a problem in Japan, too, but in the case of Japan, the biggest cause of harm to children would be for -- the biggest category of harm for youth would be for people who are 18 years and above, that is adults, to have sexual relations or intercourse or to abuse sexually younger children under 18.  


So the idea is to reduce the contact risk through filtering.  And so what is necessary to implement filtering?  


If you filler all communication sites what would happen is that children will no longer use filtering.  They will not subscribe to filtering.  So rather than that, even if filtering -- let's make the sites available even after filtering and, third party organizations will give certification to specific websites which are not harmful and as usable for children TEMMA mobile content and evaluation organisation, EMMA will check to see whether such filtering is done in such a way or operated in such a way that is beneficial for children.  EMA-certified sites can of course be used by children or accessed by children.  


This is the reason for establishment of EMA, that is to increase the Holt of mobile contents, also to newer tour the awareness of receivers of such information with the emphasis on increasing development and health of youth and also to increase the convenience of the receivers of such information.  


Also they are placing a lot of emphasis on literacy education.  As for filtering, there is a large number of affiliated people, users have to be responsible for their own usage of the Internet.  They should be aware of the fact this is self-responsibility and the filtering list provider companies which actually provide the list and they will categorize the sites, Internet sites.  


Which portion of, which category should be filtered?  That's done by the telecommunication operators and from the blacklisted categories.  The third party will then certify several sites which they think is beneficial to the healthy growth of the youth.  This is the flow from the application to the screening and operation.  The challenges are as I mentioned earlier smart phones, how can we apply filtering to Smart Phone?  That is the urgent issue we are faced with.  I in Japan we use the filtering on the server.  Smart phones which have similar capabilities to PC children use as mobile phones, how can we use filtering for Smart Phone devices?  That is the current question.  


We need to protect children by design, especially when they are using Internet services what, what protection can we give to children.  This is where we can start establishing a system to protect children on the Internet.  


>> HISAAKI FUJIKAWA:  I'd like to ask Mr. Akio Kokubu to make his presentation.  


>> AKIO KOKUBU:  Why do I need to talk about this Internet Hotline Center?  As Mr. Mori and Mr. Yoshida said earlier, the source of child porn site or this is the way they should provide, a list to identify those harmful sites for blocking and we talked about filtering as well.  But if we can educate children to raise the level of literacy, they would not fall into that trap.  We also are promoting to raise Internet literacy for children as well.  


Let me start with hotline center, starting with what we do.  First of all, the Internet Hotline Center receives reports of illegal and harmful content on Internet and we analyze the content and if it's deemed harmful we would report that to national police agency.  


We transfer that information to ISPs.  Usually we wait for two days.  After the report to the police agency, if there is any feedback from the police agency, asking for more time to examine, we would immediately go to RSP to remove that information.  And there are about 150,000 reports we receive every year and many think the site is legal but many of the sites are not actually illegal so out of that is the last year 170,000 reports, 35,000 or more were illegal.  


With regard to harmful information, a few years ago, there was a problematic site that indicated how one can commit suicide, how to mix sulfide, well, this hydrogen sulfide itself is not harmful but this could harm others.  So this kind of information is regarded as harmful information.  But that we accept every report as valid.  We actually limit the scope, even after we receive reports from consumers, we often consult to scholars and professionals like Miss Yoshida here.  And we do have operational guidelines and this serves as a foundation for decisions.  


So again there will be reports from the users.  We receive that report at the hotline center.  We send that notice to the national police agency and also communicate that to ISB, asking them to remove harmful sites.  


If you look at the diagram, especially on top of that, there is international cooperation and hope is the network, and also we utilized effectively and at the bottom... there are filtering service providers, contents of the report we received are also communicated to the providers to help them make appropriate blacklist.  This is very busy diagram, we have Internet hotline center in the lower left-hand side, Internet content safety association receives the information from us, they make their own decision, and the result will be provided to ISPs.  


So on the left-hand side the whole flow would start here.  

 In this conference, it's not just about Japan, it is more about international cooperation.  That is important.  So I would like to introduce this organisation INHOPE.  Originally it was funded by European commission, to start its activities.  Currently, however, it is considered -- it is made of 42 hot lines in 36 countries.  It is the worldwide practical network.  They do have a shared database.  If you resist yourself in the database, automatically report will be distributed to the member country... quite a lot of information is dispatched every day to a member hotline.  There are two general meetings every year and training courses are also provided in Europe, mainly because INHOPE receives funding from EU.  So these events take place in Europe.  The Australian hotline... planning to come to Japan for a short training but we think it is a good idea to be able to promote cooperation in Asia, Korea, Taiwan, Japan are current members of INHOPE so these three countries organize APIH, Asia Pacific Information Hotline Network. 

Every year we meet for information exchange.  


The multiple countries in southeast Asia asking APIH for ways and means to join INHOPE, including China, mainland China wants to also be a member of INHOPE.  We are trying to expand membership now.  


Now, next topic is Internet literacy improvement.  We organized seminars, as you can see in the photo.  We have only limited human resources to organize seminars like this, this is a school gymnasium where students get together, trying to receive this training.  We have to go to different schools across Japan, so how many seminars we organize?  In 2005 as you can see the number increased, spiked.  The Tokyo metropolitan government carry out very advanced trials that really impressed me back then.  Even as early as 2005, the government decided to raise literacy for children, including elementary school students.  We organized seminars for 100 schools we continued on with this effort, the online training is also provided to provide rules and children use Internet in the past few years about 145,000 mainly junior high school students took this exam, it's free of charge, all around the country there may be 1.2 junior high schoolers, three grade, 145,000 is a large number.  The textbooks are also published to teach junior high schoolers about Internet.  


To the left is the textbook for children and there is a large number of people who purchase this textbook, so we just issued the Second Edition.  


Let me add about filtering.  Filtering technologies have been developed, from 1996 to 1999, there was a PC filtering technology development project and a blacklist server data list will be on the server and this will of course be utilized W 3 CPIC standard and back then it was Windows 95 and Mac software were developed.  The fact we started early means I think we were one of the few countries in the world that was running such trials and it's called Internet rating association.  ICUR.  There was talk of developing an ICUR and we were the first members of the ICA and we were quite active.  Currently, of course, most Internet connectivities through mobile phones and this is now being converted to a MIC, ministry of internal communications project and mobile phone operators, filtering software companies have joined but frankly put, in those days mobile phone operators were not so keen about filtering, but today as was introduced earlier, I think all of the mobile phone operators are working very hard to spread the use of filtering technologies to an extent now where perhaps our job has been reduced or taken away. 


From the viewpoint of technological development, smart phones they are like PCs but Smart Phone application, especially Android applications without URLs are quite large in number and so it doesn't use the TCP -- http protocol, there is no URL.  So we have to do some research, I think, in how to very filtering technologies for Smart Phones.  Thank you.  


>> HISAAKI FUJIKAWA:  Thank you very much.  


Now we would like to exchange views with the people in the audience.  So let me summarize what we have discussed so far.  


First of all, in Japan, if you want to take some Internet child protective measures, there are some sensitive legal issues that get in the way.  Second point of course in Japan we have laws for Internet protection for young people; however, there is no hard legal measure or system in order to make this mandatory.  So Internet connection providers, the industry mobile phone operators and other stakeholders, internet stakeholders are taking a very voluntary preventive measure.  The characteristic of Japanese systems is that it is a voluntarily system and the system has developed quite maturely in Japan.  


Regarding the situation in Japan, based on the merit, benefits and demerits of the Japanese system we would like to entertain some comments or questions from the floor.  Those of you who wish to take the floor, please do raise your hand.  

(Pause.)

Any comments?  If not, then the moderator would like to ask a few questions.  


First of all, to Professor Kokubu:  I think you are engaged with counterparts so could you be more specific about this corporation with international counterparts, please?  


>> AKIO KOKUBU:  If I may speak about the hotline center there's a database at INHOPE about porn sites and the member country hot lines if this find such a site they will register that site and once it's registered, then the child pornography contents hosting countries hotline will be automatically notified in Japan.  We also have a system to automatically receive such notices so that we can work on them as part of our daily activities.  


Now, but there were cases when it takes a lot of time for the take-down to take place and then from the hotline of the country where that cite is located, in the case of the EU, they complain, you know, in the EU, such sites would be taken down at an average of several days but why is not taken down so rapidly in Japan?  We get complaints like that.  The child abusive contents are subject to laws and especially in the United States, the social view on such child pornography sites is very, very harsh but it's the United States where there is so many child porn sites and would it be because the regulators in the United States were not doing their job?  


That's what I first thought.  But I learned from about last year that if you access from within the United States, there are sites that are blocked, that is, the web server software, if you try to access it using  U.S. 

IP address, such will be blocked, whereas if you access from Japan you can see these sites.  After we learned this, well, our counterpart in the U.S. is NICMIC.  And we sent some images captured from the actual screen of the web and the U.S. regulators then took action and went to the hosting provider and some subpoenas, they have been subpoenaed.  Subpoenas were sent to the host providers from the justice ministry of the United States.  So we believe the situation may be improving somewhat as a result.  


>> HISAAKI FUJIKAWA:  Thank you very much.  


Any questions from what was just discussed?  


If not, then Ms. Uenuma, I have a question for you.  I believe you are director of EMA and you have been involved for many years as managing director of EMA, and regarding -- my question is about the screening and operational supervision by EMA.  What is the background, the professional careers of the people who are engaged in such screening activities?  


>> SHINO UENUMA:  EMA, it actually has a division of labor and I am in charge of the operation but there is a section for creating the standards for screening and we have what we call a standards development committee which develops the standards for screening and Professor Mori, members with legal expertise, as well as perhaps child psychiatrists who know a lot about child psychology are members of the committee.  


Members of that standard development committee are so called learned people but -- and there are no business people involved.  The actual screening is conducted, screening, monitoring, is done by a separate committee that conducts screening as well as operation and supervision.  Members of this committee is composed of lawyers, and scholars of constitution as well as socialists, social scholars. 

Many of them are professionals, none of them is an operator.  


So criteria are helping EMA to operate efficiently.  Thank you.  


>> HISAAKI FUJIKAWA:  Thank you.  


Does anybody have questions on her comment?  


Thank you.  I have a question.  The way you go about blocking, there are new immersion blocking schemes that are considered as much as you can disclose, could you tell us about new blocking schemes.  And also when you develop new blocking schemes, you may be operating with counterparts so could you also elaborate on that collaboration as well.  


>> SUSUMU YOSHIDA:  It's not directly involved in the demonstration carried out by the Internal Ministry Office, this is a three-year project and we are in the second year.  Last year major providers and Internet provider association participated in this project and ICSA is also a participant of this project.  


The major purpose is technical verification.  We are building a test environment to evaluate different blocking methods.  We had multiple groups of participating providers that actually use the actual list to evaluate.  It's been only one year so our work is not complete but we would continue on in this fiscal year we have budget allocated for our activities.  


So this year and next year will be a long-term project and next year we would see some result of this demonstration.  Our counterparts in overseas countries as I said earlier, we were established one year ago, last January or November last year we visited different countries to visit the providers and Foundations In different countries and introduced how we started our blocking.  


So we are making connections, establishing relationships, and in France, the plan is to start blocking this spring.  I don't know the change of administration, how it has affected the earlier decision.  In the UK as well as Nordic countries, blocking is already applied.  In Germany, on the other hand, they decided not to block any information on Internet and France as well.  They have not.  They are yet to start blocking service.  So recently we started this blocking, I would not say we we are advanced but at least we are not laggard so if there is any request, we are always willing to share our experiences, and of course we are willing to learn from those countries that are more advanced. 

Thank you for your comment.  


>> HISAAKI FUJIKAWA:  Anybody from the floor?  Anybody would like to ask a question to Mr. Yoshida?  


Yes, please.  


>> I am -- are there two lists of sites we are talking about?  One is illegal and one is harmful or the list is just for illegal?  And who maintains that list?  Is it EMA that maintains the list and then the ISPs implement it with the blocking process?  Did I get that right?  


>> RYOJI MORI:  Thank you for your question.  Yes, this is a complex explanation, I have to go through this complex explanation.  Illegal, harmful, it's true, there are two separate lists, illegal list and harmful list.  As I explained this blocking of child porn, pornography, it is targeting very heavy pornographic contents since all of them are legal.  


As Mr. Kokubu mentioned, Internet Hotline Center activities, legal list and harmful list are separated.  So harmful meaning that this could be harmful but not illegal.  For illegal list, of course we ask ISP to remove the site or information.  For harmful information, hosting providers, they would follow their own rules, we ask them to follow their rules to make changes if necessary for the harmful site.  And as EMA, as Miss Uenema explained the list is for the phone filtering, one single list.  For mobile phone.  It is a list made based on the view that the information could be harmful for children's viewing on mobile phone so it's not limited to illegal content.  


>> There is a list so we use the harmful for children, the list, but we take care.


>> So like a white list?  Which content?  


>> I'm sorry, not black list.


>> So I -- just one following question is: What are -- curious of the magnitude of the list.  How big they are?  For illegal, for harmful and for EMA?  And whether there is a -- if there is ever an analysis of the location of those sites, whether it's in Japan, outside of Japan, and so just some statistics about those lists.


>> SHINO UENUMA:  They are working for the mobile site, the original, so the mobile site is operated by the Japanese hosting.  That is because within Japan.  Yes.  


>> Child pornography as of December of last year 170 -- I'm sorry -- 19 domains and 170 URLs were blocked.  Regarding this number you may feel it's too few but this is blocking by domain, so DVD-selling sites, entire site is for example child porn, it's these kind of sites we target.  That's why the number is small.  As I said, large groups have been arrested and removed so currently the number is much less but I don't have the most current numbers with me.  


I can't answer about the current numbers but as of last December, the number I just cited applied and the other sites are all foreign sites so the U.S., Russia, Netherlands are sites we blocked because if there were any child pornography sites in Japan, they had all been arrested or removed so all we block now are foreign sites.  


>> HISAAKI FUJIKAWA:  Mr. Kokubu, do you have anything to add?  


>> AKIO KOKUBU:  Regarding the magnitude of the list, the hotline center provides for blacklist filtering software to 15,000 or more complaints.  We have about 20,000 complaints.  So... for those URLs we deemed to be illegal, and those we deemed to be harmful we will list them up and then distribute the list.  So just thinking about the number.  If you take a total throughout the year, perhaps maybe 40,000, 50,000.  Could be. This is the number of sites which were filtered because they carried inappropriate material for young children and of course these are sources of such information so the actual number would be larger but we, while they're trying to focus their blocking activities on a few major sites, so that is probably why the number seems smaller compared to others but I think if it's effective, then it should work.  


>> HISAAKI FUJIKAWA:  Thank you very much.


>> I'm Keith Davidson.  I'm sorry, I missed the middle part of the session so my questions may have been answered already but firstly:  Can I ask if the blocking is voluntarily done by the ISPs or whether it's by regulation or law that all ISPs must maintain the blocking list?  


Secondly, I think you were saying there are a group of people who review the images and content taken down.  Do you have a process by which you monitor the mental health of those people who have to see those images?  Is there a process by which they don't come to any harm themselves from being exposed to the content?  


Thank you.  


>> Regarding whether there's a law which mandates blocking no, we have no such law, this is a voluntary initiative by the private sector so these private organizations, ISP organizations that without any taxpayer's money promote these initiatives and it's only the ISPs that agree with the principles that participate but it covers almost all have the leading suppliers.  Almost 80% of users in Japan are subject to blocking or they subscribe to blocking.  


And the other question, yes, our staff are on a daily basis viewing the child pornography images for screening and in order to prevent psychological problems from being caused we do have a budget allocated for these staff to receive counseling from psychologists.  


Does that answer your question?  


>> We would like to ask Professor Mori to talk about the Japanese system of law and the Japanese system of voluntary initiatives and give us your judgment.  


>> RYOJI MORI:  I didn't know that I would be asked to summarize.  Totally unprepared but... but I have read a lot of research results from many countries.  


I think the issues we face in many countries are quite similar and we are all I think suffering from headaches from similar problems.  For example, to get the consent of the users before we provide the filtering, this is a soft issue, or to ask the operators of the servers to take down harmful sites, that's done in any country.  Some countries mandate blocking by ISPs.  Others don't.  Mandatory blocking -- by "mandatory" I mean without a user's consent.  


As the person from the audience asked about, there is only a handful of countries which are actually mandating blocking through laws.  Against this backdrop for ISPs to voluntarily, without the consent of users engage in blocking is very, very difficult.  That's a difficult issue because the objective of course is to stop the distribution of child porn, a very lofty goal, but the means that they use to achieve the goal is to check on a daily basis the sites that Internet users access every day.  


So the means is very problematic; therefore, for a very lofty goal, can you do anything?  Are you allowed to do anything?  I think this is one of the typical patterns of such a problem.  



And of course in Japan we decided to go ahead and block child porn sites, but was that the correct answer, the correct decision?  We still don't know yet.  


And Germany took the reverse decision, and I think that has a very significant impact or significance for all of us here.  


So the goal that is to stop the total distribution of child pornography and selection of a very problematic means like blocking and how to strike a balance between the two, the relationship between the two, and how to operate the system to maintain balance, I think those are issues that we have to continue to give serious thought to.  


Thank you very much.  


>> HISAAKI FUJIKAWA:  Thank you very much, Mr. Mori.  


Now it's time to close this session and I have two points I wish to make, concluding remarks.  


Issues in this area is borderless, so we need to give ideas to each other, share our experiences, so that we can come up with a better countermeasures.  


And secondly, on this particular theme, the children are the content but this has much to do with child labor issues.  In 2010, over two million -- excuse me -- 215 million children were extorted through forced labor and two million people were subjected to prostitution, especially in south Asia.  This problem is serious and the measure causes such serious child labor issues and poverty.  Poverty elimination is the need, not just Internet stakeholder but all the stakeholders in every area should give consideration to child labor, especially the sexual exploitation. We should never stop making efforts to improve their situation.  


Now, thank you very much for your cooperation for this session.  We'd like to conclude the session.

(Session concluded at 18:13)
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